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Introduction: Digital Repression: Causes, Consequences and Policy Responses

Chris Ogden and Olivia Hagen

In  April 2022, a report by the investigative news outlet Inside Story revealed that 
financial journalist and editor Thanasis Koukakis had been targeted by "Predator" 
spyware (Mildebrath 2022b).  Manufactured by Cytrox, the spyware infects a target's 
cellphone by delivering a one-time "phishing" link, enabling the operator to monitor 
every aspect of the target's cellphone (Marczak et al. 2021). Google and CitizenLab 
have asserted that the spyware has been primarily bought by government-backed 
actors (Lecigne and Resell  2022).   Subsequent to the initial report, another news 
outlet, Reporters United, revealed that the Greek National Intelligence Service (EYP) 
had been monitoring Koukakis from June to August 2020; however, Koukakis was 
only made aware of this surveillance by CitizenLab in March 2022.

The hack had been undertaken with authorisation from prosecutor Vasiliki Vlachou, 
who  oversees  matters  regarding  the  EYP,  and  has  ties  to  other  high-ranking 
government officials.  Although the Greek government was cleared in an investigation 
regarding the wiretap (Mildebrath 2022b), days later it was made public that the EYP 
and  Vlachou  had  authorised  a  wiretap  of  Nikos  Androulakis,  a  member  of  the 
European Parliament and leader of the Greek opposition party Pasok.  After reports 
implicated several more high-ranking officials,  the Secretary-General to the Prime 
Minister, Grigoris Dimitriadis, and the EYP Director, Panagiotis Kontoleon, resigned. 
 In  November 2022,  it  was then revealed that  more than thirty  people had been 
victims  of  state-sanctioned  mobile  spyware.   The  Greek  Prime  Minister  Kyriakos 
Mitsotakis  has  denied  these  accusations,  which  have  been  subsequently 
investigated  by  various  prosecutors,  including  the  European  Parliament  (Reuters 
2022a).

The "Greek Watergate" is not an isolated incident. Following reports from CitizenLab, 
Amnesty  International  and  eighteen  other  media  organisations  in  the  summer  of 



2021, it was uncovered that 50,000 persons within the EU have been targeted by 
spyware (In  't  Veld  2022,  3).   The Greece investigation  became part  of  a  more 
extensive  European  Parliament  inquiry  into  the  use  of  spyware  by  other  EU 
countries, including Spain, Poland, Hungary and Cyprus.  It has been reported that 
all EU Member States have acquired one or more commercial spyware products and 
that the NSO group sold its products to 14 Member States (Ibid, 4-5)

Such  spyware,  and  its  ever-widening  use,  is  emblematic  of  the  contemporary 
prevalence of digital repression as a way to monitor, control and coerce  forms of 
political  and  social  opposition.   Specifically,  technologies  such  a  Predator  and 
“Pegasus” (Gurijala 2021) have been linked to the murder of Saudi Arabian journalist 
Jamal Khashoggi and various human rights abuses (Mildebrath 2022a, 1).   These 
tools  are  highly  invasive,  allowing  operators  total  access  to  files,  messages, 
metadata and communications of  the person they target,  all  from a distance and 
without  alerting  the  victim.  The  material  obtained  can  then  be  used  in  order  to 
intimidate,  discredit  and manipulate the victims (In 't  Veld 2022,  3).   The abuses 
perpetrated by spyware are not only gross violations of the right to privacy and civil 
liberties but also undermine democracy and democratic institutions, which are the 
cornerstones of the legal order in Europe and the western world (Liger and Gutheil 
2022, 8-9).

The  utilisation  of  spyware is  part  of  a  global  trend  involving  the  deployment  of 
modern internet  and communication technologies  (ICTs)  -  the  internet,  computer, 
mobile phone, and social media (Diamond 2010, 70) – for purposes of social control 
and  repression.   For  example,  following  nationwide  protests  in  response  to  the 
murder of Mahsa Amini, the Iranian government shut down the internet and disrupted 
services to Instagram and Whatsapp (Nast 2022).   In 2020, in Thailand, where the 
internet is severely restricted, authorities arrested and harassed internet users and 
pro-democracy leaders who criticised the monarchy (Freedom House 2021).   Since 
2016,  the  Chinese  Communist  Party  has  used  facial  recognition  and  emotion 
detection cameras, smart checkpoints and phone monitoring software (Roche and 



Leibold  2022)  in  order  to  surveil,  oppress  and  arrest  ethnic  Uighurs  in  Xinjiang 
province (Human Rights Watch 2019).   At the most extreme, in 2020 29 countries 
carried out a total 155 internal internet shutdowns, 109 of which were done by India, 
including for the whole year in the Kashmir region (KIO 2021).

Digital Repression as a Global Trans­Political Phenomenon

Steven  Feldstein  defines  digital  repression  as  ‘the  use  of  information  and 
communications technology to surveil, coerce, or manipulate individuals or groups in 
order to deter specific activities or beliefs that challenge the state’ (Feldstein 2021, 
25), which enhances a state’s ability to carry out “traditional” modes of repression.  
Such a definition allows for the investigation of digital repression in a range of regime 
types, from authoritarian regimes to democracies, so as to better comprehend how 
governments employ repressive digital tactics and for what purposes.  As shown by 
the  essays  in  this  volume,  this  definition  will  help  interested  readers  to  better 
understand how digital repression is manifesting in different parts of the world and 
vitally underscores that it  is a global phenomenon that now requires global policy 
responses.

The rise of digital repression arrived with the spread of ICTs and social media in the 
early  2000s.   It  was initially  believed that these technologies would help end the 
tyrannical reign of autocrats around the world. Earlier research offered a theory of 
"liberation technology", arguing that ICTs were powerful tools which would empower 
citizens  to  collectively  mobilise  against  their  repressive  rulers  (Gohdes  2020; 
Weidmann and Rød 2019).  Such normative arguments as per the internet's positive 
potential  exploded  after  the  Arab  Spring,  when  social  media  helped  empower 
activists  to  coordinate  protests  which helped topple regimes in  Libya,  Egypt  and 
Tunisia.   So-called  "cyberoptimists"  argued  that  they  have  the  ability  to  disrupt 
authoritarian regimes,  facilitate  popular  protest,  contribute  to  regime reforms and 
transitions, and even spread democracy across the globe.



However, it also became clear that these new technologies, whilst giving voice to 
activists around the globe, also served to ‘supercharge long-standing authoritarian 
survival tactics’ (Kendall-Taylor, Frantz, and Wright 2020).  As such, aspiring "digital 
dictators" began using technology to control,  manipulate, surveil  and repress their 
citizens  to  sustain  their  political  authority  (Feldstein  2021,  23-24).   China  is 
furthermore exporting the technologies underpinning its massive online censorship 
and surveillance system.  Such "algorithmic authoritarianism" includes the selling of 
intelligent monitoring systems and facial recognition technology; the training of local 
media  elites  and  government  officials  concerning  new  media  or  information 
management;  and dozens of countries buying telecom infrastructure,  internet  and 
mobile networking equipment installed by Chinese companies (Shahbaz 2018).

Such dangers are also evident within mature democracies.  Coupled with business 
models that harvest and monetise personal data, the dominance of companies such 
as Facebook and Google are incompatible with the right  to  privacy, and 'pose a 
serious risk to a range of other rights, from freedom of expression and opinion, to 
freedom of thought and the right to non-discrimination' (Amnesty International 2019). 
 In  April  2021,  investigators  revealed  that  Facebook  officials'  repeatedly  allowed 
world  leaders  and politicians to  use its  platform to  deceive  the  public  or  harass 
opponents despite being alerted to evidence of the wrongdoing' (Wong 2021).  This 
practice included in India, where fake accounts were allowed to inflate the popularity 
of leaders (months after Facebook was alerted to the problem), as well as across 
Europe, Asia and the Americas (Wong and Ellis-Petersen 2021).  Such a confluence 
has  led  to  declining  internet  freedom from 2010  to  2018,  as  the  rise  of  "digital 
authoritarianism" that is eroding global freedoms of speech, the press, assembly and 
petition (Shahbaz 2018).

Argument & Structure

The contributors to this serialised e-book argue that ICTs are tools which can be 
used for both virtuous and wicked purposes. As such, its essays investigate different 



dimensions of digital repression in order to understand how and why governments 
employ  repressive  digital  tactics.  While  autocrats  more  widely  employ  digital 
repression,  it  is  paramount  to  understand  that  democracies  also  use  repressive 
digital tactics for various reasons. By looking at a range of regime types, this volume 
increases policymakers' and researchers' understanding of the topic, and underlines 
the threat that digital repression poses to internet freedom and democracy around 
the globe.

Written by a group of the world's leading academic and policy experts, this forensic 
exposition  of  "digital  repression"  proceeds  along  four  core  themes.  The  first 
underscores how different digital techniques are used in digital oppression, how they 
differ  in  outcomes,  and  why  some states  employ  digital  repression.  The  second 
theme then probes who is responsible for the rise of digital repression and the role 
that states and private companies have in spreading its usage.  In turn,  the third 
theme highlights the consequences of digital repression and its dangers, before the 
final  theme synthesises these perspectives to  offer  effective  and  practical  policy 
responses for all key global stakeholders.

Dr Chris Ogden is Senior Lecturer / Associate Professor in Asian Security and Asian Affairs  
in the School of  International  Relations at  the University of  St Andrews, Scotland.   His  
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1. Understanding the Incentives Driving Digital Repression

Steven Feldstein

There is a growing recognition that digital technologies can threaten democracy and 
human rights, empower autocratic regimes, facilitate censorship, and abet 
surveillance. Yet, researchers and policymakers frequently misunderstand what 
constitutes digital repression and what factors drive its spread. After laying out 
constitutive elements of digital repression and describing general trends about digital 
repression’s relationship to regime type, I will discuss three common inaccuracies 
related to drivers of technological repression.

Digital repression exhibits a strong relationship with regime type. Regimes that are 
more authoritarian are more likely to deploy digital repression tools, from mass 
surveillance and biometrics to online censorship and internet shutdowns (Feldstein 
2021). As Figure 1 shows, highly authoritarian countries – such as China, Iran, and 
North Korea – have elevated levels of digital repression. Conversely, strong liberal 
democracies, particularly governments in northern Europe, register lower levels of 
digital repression.



Figure 1. Global prevalence of digital repression in 2021 (Feldstein, Steven. 2022. 
“Digital Repression Index (updated 2021 data)”. Mendeley Data, V3, doi: 
10.17632/5dnfmtgbfs.3)



Digital repression strategies are not uniform; they vary across countries and regime types. 
Strategies deployed by authoritarian and democratic states differ based on a range of 
factors: administrative capacity, political norms, resource availability, and regime context. 
Authoritarian states often rely upon sophisticated digital strategies to control the flow of 
information and prevent citizens from accessing or publishing content critical of government 
policies. Experts cite China as a case-study in digital repression. Chinese authorities have 
established a “great fire wall” that filters content coming in and out of the country, banned 
foreign internet platforms such as Google and Facebook, and constructed a vast surveillance 
apparatus combining online monitoring with physical devices (Roberts 2018). China, 
however, is unique. No other authoritarian regime has attained China’s level of digital 
repression. In Russia, for example, while there is a growing amount of online censorship and 
an emerging surveillance apparatus, it still contains permissive elements: YouTube remains 
accessible to Russian citizens; government officials and ordinary citizens rely on Telegram 
for communication (Soldatov and Borogan 2022). As Leonid Kovachich and Andrei 
Kolesnikov (2021) write, “there are vast gaps between the Russian government’s aspirations 
and its actual ability to harness digital tools such as facial recognition software using artificial 
intelligence, or China’s nascent social credit system”.

Digital repression tactics are not limited to authoritarian governments; democracies 
also deploy these tactics. Particularly among weaker democracies, governments 
frequently use digital repression tools to support their political objectives. In India, for 
instance, Prime Minister Narendra Modi’s administration has pressed platforms to 
suppress content that is critical of the government and has authorized police units to 
raid internet companies that express disagreement with the government’s policies 
(Iyengar 2023). India also has an “emergent surveillance regime” that includes AI-
enabled facial recognition technology and even drones that have been 
“mainstreamed into public life without statutory basis or the consent of the surveilled” 
(Mahapatra 2021).

While most people have an intuitive sense of what digital repression encompasses, 
its underlying causes and possible responses remain debated. Policymakers and 
experts tend to mischaracterize several aspects in this regard.



First, policymakers often describe digital repression as a problem largely driven by 
China. They emphasize that the Chinese state is “working to export its high-tech 
tools and authoritarian principles throughout the globe” (Committee on Foreign 
Relations 2020) and is advancing an “alternate vision to digital freedom” that is a 
core part of its strategy to “reshape and lead a new global order” (Special 
Competitive Studies Project 2022). To be sure, China’s diffusion of digital technology 
is shaping data governance and leading to negative policy outcomes. China 
influences global norms through “parallel modeling” – demonstrating the benefits of 
censorship and surveillance tools and thereby making their use more attractive to 
other countries (Repnikova 2022). China is attempting to sway the technical 
standards process in favor of Chinese technologies and infrastructure to reinforce its 
core foreign policy objectives (Teleanu 2021). The Chinese government also 
subsidizes advanced technological exports, assuming that countries which build out 
their technical needs using Chinese equipment are more likely to use Chinese 
standards and products for future needs (Feldstein 2022a).

Yet on their own, these factors do not render China the primary or exclusive driver of 
digital repression worldwide. For one, Chinese companies are not the only suppliers 
of repressive digital tools to autocratic leaders. They face stiff competition from firms 
based in democracies (in the spyware surveillance sector, for example, companies 
based in Europe, Israel, and the United States, exhibit far more sales than Chinese 
firms). There is also scant evidence that China is leveraging the export of repressive 
technology in pursuit of a grand strategy to establish an alternate governance model 
(Weiss 2019). In my research, government officials highlighted the low cost of 
Chinese technology as the most compelling reason to acquire products from Chinese 
firms (Feldstein 2021).

Second, experts often treat digital technology as an “independent variable” or an 
“exogenous shock” – relying heavily on supply-side explanations to account for the 
presence of technological repression (Drezner 2019). Rather than scrutinize political 



motivations or incentives for why regimes seek intrusive technologies in the first 
place, experts focus heavily on technological acquisition factors. But overlooking 
regime dynamics means that analysts are only getting half the picture when it comes 
to understanding the drivers of digital repression. As Matthew Erie and Thomas 
Streinz (2021) write, “The digital authoritarianism thesis tends to assume that 
authoritarians are interchangeable and that China’s data governance approach can 
be exported”. The reality is more complicated. Many factors determine whether a 
country will deploy certain digital techniques over others. In Brazil, for instance, there 
is an established tradition of protecting free expression, meaning that authoritarian 
censorship strategies – such as filtering content or blocking websites – would face 
public backlash. In substitute, political parties and politicians (such as former 
President Jair Bolsonaro) have deployed disinformation strategies. In the run-up to 
the 2022 election and the subsequent attacks on Brazil’s federal government 
buildings, disinformation played a prominent role, with false claims about “corruption, 
Covid, deforestation, and even cannibalism” circulating widely (Horton and Gragnani 
2022).

Third, experts place considerable emphasis on export controls as a means to curb 
digital repression, contending that if democracies stem the supply of digital 
technologies this will mitigate surveillance or censorship concerns (Polyakova and 
Meserole 2019). However, it is nearly impossible to stop the diffusion of general use 
technologies once these innovations have been commercialized. As Audrey Cronin 
notes in her book Power to the People, at the close of the twentieth century, the 
United States made a conscious decision to shift from “closed technological 
development”. where states largely control access to major technological innovations, 
to “open development”, where innovations are driven by the commercial sector. 
Devices like smartphones would not exist “without US-government funded programs 
that created key components, including the microchips, touchscreens, and voice 
activation systems” (Cronin 2019). But the downside of the open technological 
revolution is that a wide group of countries – authoritarian and democratic – and 
even non-governmental actors, can access these same technologies to design 



repressive systems, whether filtering online content, surveilling private 
communications and data, or distorting political narratives.

In order for policymakers to come up with practical and effective solutions to counter 
digital repression, it is essential they have an accurate understanding about its 
characteristics. The global prevalence of digital repression is not simply a function of 
Chinese technological exports. Supply-side factors are insufficient to explain why 
governments choose to acquire digital tools. And stringent export controls on their 
own will do little to curb the spread of digital repression. Instead, policymakers should 
look at regime incentives, political interests, and resource capacity to better 
understand why regimes acquire and deploy repressive technologies.
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2. Why do some states employ digital repression and not others?

Erica Frantz and Andrea Kendall–Taylor

Digital tools—namely the Internet, social media, and Artificial Intelligence (AI)—are 
supercharging government efforts to repress citizens and maintain political control. 
There are a variety of forms that such digital repression can take, ranging from 
simple tactics, such as Internet shutdowns, to more sophisticated techniques, such 
as disinformation campaigns to discredit opponents. Although the term digital 
repression is most often associated with notions of today’s increasingly savvy 
autocrats, governments of all stripes are deploying digital tools for repressive 
purposes. Indeed, the data show that both democracies and autocracies have 
increased their use of digital repression (Frantz, Kendall-Taylor, and Wright 2020). 
Digital repression is therefore a global phenomenon, as this book makes clear. Yet, 
what explains why some states use digital repression more than others? Though 
research in this field is nascent, here we explore the role of three factors: regime 
type, digital capacity, and levels of wealth. We also highlight how digital repression is 
making autocracies more durable, while raising the risks of democratic decay in new 
and/or weak democracies.

Regime type

Digital repression is in many ways like traditional repression. The goal of both is to 
increase the costs of disloyalty and to help leaders identify their opponents and 
restrict their ability to mobilize in ways that run counter to the government’s interests. 
Because authoritarian regimes repress more than their democratic counterparts, it is 
unsurprising that digital repression is higher in autocracies than democracies 
(Feldstein 2021).  As of 2019, it was North Korea, Turkmenistan, Eritrea, and the 
People’s Republic of China (PRC) that relied most on digital repression (Frantz and 
Kendall-Taylor 2021).  In fact, regime type is one of the strongest predictors of the 



extent to which a government will use digital repression: as democracy levels 
increase, levels of digital repression decline. 

Digital repression is a more attractive tool for autocratic governments than 
democratic ones because the former have fewer constraints on their ability to apply it 
and are less likely to face backlash for doing so. Consistent with this insight, 
Feldstein (2021) finds that as a country’s repression of civil liberties increases, so too 
does its use of digital repression.  This suggests that governments are more likely to 
see digital repression as an attractive tactic when they expect to face limited public 
criticism or collective action against the government in response.

In addition to explaining differences in the level of digital repression across countries, 
regime type also sheds light on the types of digital repression that governments are 
most likely to use. Democracies (as of 2019) were most likely to rely on social media 
monitoring, followed by social media censorship, though their reliance on even these 
tools is far lower than in authoritarian regimes (Frantz and Kendall-Taylor 2021). 
 Today’s democracies rely least on shutting down or filtering the Internet or social 
media than on other digital tools. Dictatorships (as of 2019) relied most on social 
media monitoring, followed by Internet filtering. They too relied least on shutting down 
the Internet or social media.

Digital Capacity

In theory, a state’s digital capacity should affect the extent of digital repression it 
uses. The People’s Republic of China (PRC), for example, is on the cutting edge of 
digital repression. The government has developed significant capacity to monitor, 
manipulate, and control its citizens through digital means. In the case of the PRC, 
high levels of digital capacity enable high levels of digital repression. Yet, digital 
capacity is not always a clear predictor of a government’s use of digital repression. 
Many governments excel at cyber security or content moderation, for example, but 
choose not to use such capacity to surveil citizens or track political opponents. 



Conversely, some governments lack the ability to apply digital repression in a 
sophisticated fashion, and therefore opt to rely on rudimentary tactics instead, such 
as shutting down the Internet.  Likely for these reasons, the data show that autocratic 
governments employ more digital repression, on average, than their levels of digital 
capacity would suggest, while the opposite is true of democracies (Frantz, Kendall-
Taylor, and Wright 2020).

Importantly, less capable states can acquire more sophisticated tools, such as 
surveillance software, from more capable states. Indeed, the ability to import digital 
repression is one of the factors that sets this type of repression apart from its more 
traditional forms. In the past, cultivating an effective repressive apparatus with 
widespread boots-on-the-ground surveillance capacity entailed recruiting, training, 
and arming thousands of loyal cadres. With digital tools, however, this sort of 
extensive manpower is no longer necessary to surveil and monitor citizens. 
Governments can simply import the capacity to digitally repress by buying desired 
technologies and training a small number of individuals in how to use them. In the 
digital age, developing an effective repressive apparatus is no longer restricted to a 
handful of competent dictatorships, suggesting that the repressive capabilities of 
today’s authoritarians are likely to expand in the years to come.

Levels of wealth

Levels of wealth are another factor that helps explain a country’s reliance on digital 
repression, albeit only in democracies.  The data show that as democracies grow 
richer, their use of digital repression declines (Frantz and Kendall-Taylor 2021). This 
is likely because wealthier democracies tend to have firmer mechanisms of 
accountability and more robust democratic institutions in place, lessening incidences 
of such repression.

In terms of digital capacity, levels of wealth are tightly linked to a country’s capacity 
for digital repression, regardless of whether it is authoritarian or democratic.  This 



suggests that in democracies, as states grow richer, they obtain greater digital 
capacity but use digital repression less. In dictatorships, however, wealth is 
associated with greater digital capacity but not with changes in reliance on digital 
repression. Future research is needed to better understand the ways in which 
changes in levels of development influence government decisions to adopt digital 
tools and use them for repressive purposes.

It is worth noting that a state’s military spending is positively correlated with its use of 
AI-based surveillance systems (Feldstein, 2019a). Though this does not mean states 
with high military spending are using such systems for repression, among the fifty 
states with the highest military spending, 80 percent use AI-based surveillance 
technology.

The implications of digital repression

Digital repression serves numerous functions for the governments that deploy it. In 
addition to helping governments monitor and identify their opponents, new 
technologies allow governments to keep tabs on other government officials in ways 
that enable them to root out underperforming members that can reduce citizen 
dissatisfaction with government performance, gain greater information about ordinary 
citizens in ways that improve their ability to respond to and/or address sources of 
discontent before they escalate, and more effectively control and manipulate their 
information environments. Digital tools also blur the lines between cooptation and 
repression, enabling governments to fine-tune their use of reward and refusal in 
ways that encourage compliance with government objectives.

For these reasons, there is good reason to expect that digital repression will confer 
survival benefits for the governments that use it.  More specifically, research on 
autocracies shows that digitally repressive autocrats face a lower risk of protests 
than those autocrats who rely less heavily on these tools (Frantz, Kendall-Taylor, 
and Wright 2020).  Digital repression not only decreases the likelihood that a protest 



will occur but also reduces the chances that a government will face large, sustained 
mobilization efforts, such as the ‘red shirt’ protests in Thailand in 2010 or the anti-
Mubarak and antimilitary protests in Egypt in 2011.

Autocracies lower risk of protest may be a product of the fact that digital tools are 
supercharging traditional methods of control. In particular, dictatorships that increase 
their use of digital repression also tend to increase their use of violent forms of 
repression ‘in real life’, particularly torture and the killing of opponents (Frantz, 
Kendall-Taylor, and Wright, 2020). By providing dictatorships with more information 
about their opponents, digital repression enables regimes to use violence more 
precisely and efficiently. This is advantageous given the potential for indiscriminate 
government violence to trigger political backlash.  In this way, digital repression 
allows autocracies to reap the benefits of repression while reducing the costs of 
doing so.

As autocracies have learned to finetune their use of digital tools, they have become a 
more formidable threat to democracy. Our research shows that that digital 
repression is making authoritarian regimes more durable (Frantz, Kendall-Taylor, and 
Wright 2020). Between 2000 and 2017, of the 91 dictatorships that had survived in 
power more than one year, 37 collapsed; those that avoided collapse had 
significantly higher levels of digital repression, on average, than those that fell.

Finally, although less is known about the implications of digital repression for 
democracies, there are indicators that it may be facilitating backsliding in 
environments where democracy is already fragile. New technologies are particularly 
dangerous for weak democracies because so many are dual use: technology can 
enhance government efficiency and provide the capacity to address challenges such 
as crime and terrorism, but—regardless of the intentions with which governments 
initially acquire such technology—it can also be used to muzzle and restrict the 
activities of political opponents. Greitens (2020), for example, shows that high crime 
rates are a key factors explaining which countries are most likely to adopt the PRC’s 



digital tools. Whether these technologies are applied in ways that violate human 
rights depends on domestic factors and weak and/or fragile democracies have fewer 
constraints on the ability to repurpose these technologies for repressive purposes.

Conclusion

The strong relationship between regime type and levels of digital repression 
suggests that components of democracy—for example the strength of a country’s 
legal system, courts, and civil society organizations that can shine light on 
government abuses—are key to mitigating the negative uses of digital tools. Future 
research is needed, however, to better understand the specific laws or legal 
frameworks that would effectively limit abuses, especially in new or fragile 
democracies that acquire digital tools for legitimate reasons such countering crime or 
terrorism. Likewise, the ease with which governments can import the capacity for 
digital repression underscores the importance of the United States and its 
democratic allies modernizing and expanding legislation to help ensure that 
democratic entities are not enabling digital human rights abuses. Though our 
understanding of why some countries digitally repress more than others is limited, 
this discussion highlights key areas that can already be pursued to reduce its 
spread.
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3. Is digital transnational repression “spreading” among states?

Marcus Michaelsen

The Iranian regime has gone to great lengths to silence Masih Alinejad. In summer 
2022, a man armed with a loaded assault rifle was arrested outside Alinejad’s house 
in Brooklyn, New York. Together with two other members of an Eastern European 
criminal  organization  known  for  its  ties  to  Iran,  he  had  conspired  to  murder  the 
outspoken Iranian-American  women’s  rights  activist.  Only  a  year  earlier,  US law 
enforcement agencies had broken up a plot to kidnap Alinejad and forcibly return her 
to Iran, where she likely would have faced execution after a show trial (Weiser and 
Thrush 2023). For the past decade, Alinejad’s relatives in Iran have been put under 
relentless pressure. Her brother was sentenced to eight years in prison and her 
sister forced to disown her on state television. Her parents have stopped talking to 
her,  pressured and brainwashed by the regime (Alinejad 2018).  Programmes on 
state television portrayed Alinejad alternately as a drug addict,  a prostitute,  rape 
victim, or foreign agent.

These attacks were prepared by and embedded in a barrage of digital threats. Ever 
since  Masih  Alinejad  started  the  Facebook  campaign  ‘My  Stealthy  Freedom’,  in 
2014, which collected photos and videos of Iranian women without the mandatory 
headscarf, she became a target for online harassment and other threats. “The day I 
post something on the page of the campaign, I will get 300 similar comments. ‘Death 
to Masih Alinejad’, they write with different identities”, she told me in an interview in 
2015. “They also leave a lot  of  other insulting and vulgar comments. I  don’t fear 
these threats, but they nevertheless leave an impression on my thoughts. It’s a lot of 
pressure.” Around the same year, in one of the numerous digital attacks directed 
against Alinejad, Iranian regime agents hacked into the Facebook profile of a young 
relative in Tehran to reach out and trick her into revealing the passwords of her own 
accounts.



With  her  persistent  campaigning  against  the  compulsory  dress  code  and  other 
restrictions on women’s freedoms under the Islamic Republic, Masih Alinejad clearly 
became a thorn in the eye of the regime. When the “Woman, Life, Freedom” protests 
erupted  inside  Iran  in  September  2022,  Alinejad  seemed  vindicated  for  having 
endured almost the entire range of known methods of transnational repression. Her 
case exemplifies how digital technologies have allowed diaspora activists to mobilize 
for and participate in political struggles in their country of origin. Yet, it also shows 
how authoritarian regimes use these same technologies to intimidate and threaten 
dissidents in exile.

As assertive autocratic rulers extend coercion across borders, digital threats are a 
key instrument  in  their  toolkit.  These regimes use surveillance,  malware  attacks, 
online harassment, defamation and disinformation campaigns to monitor, undermine 
and  suppress  activism  in  the  diaspora  (Michaelsen  2020b).  Digital  transnational 
repression enables state agents to reach far into foreign territories - and into the 
personal  lives  and  political  activities  of  targeted  exiles  (Al-Jizawi  et  al.  2022). 
Moreover,  digital  attacks  are  often  closely  connected  to  other  methods  of 
transnational repression which range from threats against home-country families to 
assassinations (Schenkkan and Linzer 2021).

The repertoire of digital transnational repression is as broad as the array of states 
using it.  Governments in countries like Egypt, Iran and Vietnam are behind wide-
ranging phishing campaigns that seek to infiltrate the communications of exiles. They 
use  tailored  messages  to  trick  their  targets  into  opening  files  compromised  with 
malware,  steal  their  credentials  and  expose  domestic  counterparts  (Amnesty 
International  2018,  2021).  Chinese agents  regularly  call  members  of  the  Uyghur 
diaspora via WhatsApp and other messengers from their parents’ home as a means 
of  intimidation  (Jardine  and  Hall  2021).  The  Azerbaijani  regime  has  relied  on 
coordinated  inauthentic  Facebook  profiles  to  attack  exiled  journalists  (Wong  and 
Harding  2021).  Many other  governments,  too,  use paid  trolls  and artificial  social 



media accounts to shape online narratives and mute critical  voices (Jones 2022; 
Monaco and Nyst 2018).

For  campaigns  of  targeted  surveillance,  governments  purchase  sophisticated 
spyware  on  a  thriving,  but  obscure  market  of  surveillance  technologies  (Deibert 
2022). The rulers of Saudi Arabia, the United Arab Emirates and Rwanda, among 
others, have used the notorious Pegasus spyware, sold by the Israeli NSO Group, to 
hack into the smartphones of opponents abroad (Marczak et al. 2018). The powerful 
tool infects digital devices without a single click, giving operatives access to phone 
calls, personal files, emails, chats and geolocation data. The gruesome murder of 
exiled  journalist  Jamal  Khashoggi  in  the  Saudi  consulate  in  Istanbul  was  likely 
prepared by Pegasus infiltrations in his close circle, if not his own device (Office of 
the High Commissioner for Human Rights 2019).

Women  activists  and  journalists  are  particularly  exposed  to  threats  that 
instrumentalize their gender to intimidate and discourage them from speaking out. 
Rape threats,  misogynistic  hate  speech and harassment  from regime actors  are 
often picked up and amplified by loyal supporters. Intimate photos, fake or real, are 
dumped online to smear women’s reputation. In the Gulf region, for instance, such 
material was spread on social media, after the phones of several high-profile women 
journalists got infected with spyware (Solon 2021).

Given the central  role  of  digital  communication in all  aspects of  professional  and 
personal  life,  digital  transnational  repression can have deep,  and often disturbing 
impacts. The targets of social media harassment or intrusive surveillance operations 
report mental stress, paranoia and social isolation (Al-Jizawi et al. 2022). Uncertain 
about digital spying from regime agents, they reduce contacts to families and friends; 
for fear of a possible backlash, they engage in self-censorship (Michaelsen 2020a).

Spreading along the ties that link migrants to their homeland and exposing them, 
once again, to the arbitrary control of regime agents, digital transnational repression 



clearly is a manifestation of globalizing authoritarianism. At the same time, the tools 
and practices of digital repression are also spreading from one country to another, in 
constellations of actors that stretch across democratic and autocratic, state and non-
state divides (Glasius and Michaelsen 2018). Leading perpetrators, like China and 
Russia, export technology and know-how for pervasive surveillance and information 
controls (Weber 2019). Authoritarian states are learning from one another how to 
control social-media-fueled protests.

With the commodification of surveillance, data exploitation and influence operations, 
private  companies  cater  to  the  needs  of  unaccountable  and  oppressive  power 
holders. Oblivious to the vulnerabilities of users outside their main markets, big tech 
platforms often fail to provide appropriate protections and remedies to those targeted 
by digital repression. And finally, the securitization of digital space is also driven by 
the  practices of  Western democracies  in  anti-terror  policies  or  migration  controls 
(Bauman et  al.  2014;  Molnar  2020).  Such  entanglements  need  to  be  taken  into 
account  in  any response to digital  repression that  seeks to  defend civil  society’s 
continued ability to use digital tools to freely exchange, organize and mobilize.

Marcus Michaelsen is a Senior Researcher for the Citizen Lab in a project on gender­based  
digital transnational repression. His research encompasses digital technologies, human rights  
activism   and   authoritarian   politics,   whilst   his   ongoing   work   centres   around   digital  
transnational repression.   Between December 2019 and February 2022, Michaelsen was a  
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4. China’s Role in Global Digital Repression

Xiao Qiang

Chinese Digital Authoritarianism

China is the largest and most powerful one-party state in human history, and it also 
has some of the most developed and sophisticated digital technologies in the world. It 
contributes to global digital repression through its domestic censorship and control of 
tech companies, exporting surveillance technologies and efforts to shape the 
international order and international rules.

The Chinese government uses digital technology, especially artificial intelligence, to 
establish a mass surveillance system in the country in the name of building a “safe 
society”, “smart cities”, and “smart policing”. Government agencies use facial 
recognition, biometrics, surveillance cameras, and big data analytics to quickly profile 
and classify individuals, track activity, predict activity, and take preemptive action 
against any perceived threats to state power (Hillman and McCalpin 2019).

China’s technology companies are among the world’s largest and most innovative 
and can exert increasing levels of influence over industries and governments around 
the world. China’s tech giants, whatever their ownership structure, are domestic 
monopolies that are tightly integrated with the Chinese Communist Party (CCP). 
Over 70% of private enterprises in China have party organizations and branches 
(Martina 2017). These companies also often pursue commercial interests that align 
with Chinese diplomatic goals.

Internationally, China has promoted the concept of “cyber sovereignty” to legitimize 
censorship, surveillance and localized control of data (Mok 2022). In the name of 
“cyber sovereignty,” CCP has used the national “Cross-Border Data Security 
Gateway” (aka “Great Firewall”) (Yang 2021) to massively block foreign social media 



platforms that offer unfiltered services in China. Exclude foreign tech companies, 
including Google, Twitter, Facebook, etc; replace them with local versions of search 
(Baidu), entertainment (Tencent), e-commerce (Alibaba), social media (Weibo) and 
text messaging (WeChat). It provides a market platform for Chinese digital 
companies to compete unfairly against foreign tech companies (Shirk et al. 2016).

The Cyberspace Administration of China has continuously expanded the list of 
banned websites using strict cybersecurity laws. Companies must abide by stringent 
censorship regulations and need to conduct self-censorship to avoid government 
penalties. At the same time, all companies operating in China, including foreign 
companies, are required to store information, including personal data, in data centers 
or servers in China (Wagner 2017).

Exportation of Surveillance Technology

China has become a leading exporter of surveillance technology, including closed-
circuit television (CCTV) systems, facial recognition technology, and data analytics 
software (Romaniuk and Burgers 2018). These technologies are being used by 
governments around the world to monitor their citizens, including countries with a 
history of human rights abuses. Chinese companies exported surveillance 
technology to at least 63 countries. (Feldstein 2019) Chinese security monitoring 
equipment companies Hikvision, Dahua, and Meiya Pico, all of which have close ties 
to the Chinese government, have expanded their databases and improved their 
systems due to overseas development.

China has formed alliances with other authoritarian regimes around the world, 
including Russia, Iran, and North Korea, to advance its digital repression efforts. For 
example, China and Russia have signed agreements to cooperate on the 
development of their respective digital monitoring and censorship systems and to 
share information on online censorship and surveillance (Tsydenova and Balmforth 
2019). China regularly conducts large-scale training programs for foreign officials to 



respond to public opinion, control civil society, and enforce Chinese-style internet 
surveillance policies. (Cook et al. 2022).

Investment in Digital Infrastructure

China has invested heavily in the development of digital infrastructure in other 
countries, including telecommunications networks and data centres. This has 
enabled the country to expand its influence and presence in the digital world, and to 
increase its ability to monitor and control online content in other countries.

In recent years, China has been aggressively promoting its “Digital Silk Road”, which 
is the code name for fiber optic cables, mobile networks, satellite relay stations, data 
centres and smart cities built by global Chinese technology companies. This effort 
has accumulated more than $17 billion in loans and investments, including funding for 
global telecom networks, e-commerce, mobile payment systems, and big data 
projects. China has specifically courted North Africa and the Middle East as part of 
its technology push (Xiao 2021).

The International Cyber Policy Center of the Australian Strategic Policy Institute has 
created a public database (ASPI 2021) to map the global expansion of 12 major 
Chinese technology companies. The surveying map of the project shows that 12 
Chinese high-tech companies are involved in: 75 “smart city” or “public safety 
solutions” projects, most of which are in Europe, South America and Africa; 52 5G 
plans, covering 34 countries; 56 submarine optical cables, 31 leased optical cables 
and 17 terrestrial optical cables; 202 data centres and 305 telecommunications and 
information communication technology (ICT) projects are spread all over the world. 
These infrastructure constructions not only bring huge economic opportunities for 
Chinese high-tech companies, but also provide opportunities for China to obtain huge 
overseas data, and even provide technical means for some illiberal regime to monitor 
their own people.



Influence on International Organizations

China has also been working to shape international norms and standards related to 
the regulation of the internet, including through international organizations such as 
the United Nations. Chinese diplomats, along with companies, have also been using 
their influence at the International Telecommunication Union (ITU) to advance their 
own interests in the digital economy. This includes promoting the adoption of 
Chinese-made technologies in developing countries, such as Huawei’s 5G 
equipment, and advocating for these technologies to be included in international 
standards (Ryugen and Akiyama 2020). 
In recent years, China has become more and more aggressive in order to improve its 
influence in international technical standards. In 2021, the telecoms group Huawei, 
together with state-run companies China Unicom and China Telecom, and the 
country’s Ministry of Industry and Information Technology (MIIT), jointly proposed a 
new standard for core network technology called “New IP” at the UN’s International 
Telecommunication Union (ITU) (Gross and Murgia 2020). While the proposal claims 
to enable cutting-edge technologies such as holograms and self-driving cars, in 
reality, the proposal to reshape the internet also embeds digital repression into the 
very fabric that underpins the web. This enables the state to have far greater control 
over internet services than in the past.

Conclusion

Now the world is entering the era of artificial intelligence. This technology can be a 
force for good as a predictive tool, analytical tool, or automated decision-making tool; 
it can also be used for surveillance, censorship and information manipulation (Xiao 
2019). The rise and global expansion of digital repression in China is reshaping the 
balance of power between democracies and autocracies. The international 
community must work together to address China’s digital repression and promote 
greater online freedom and privacy.
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5. From the Unwitting to the Unscrupulous: Private Sector Complicity in Digital 
Repression

Adrian Shahbaz

Technology companies have extended states’ capacity for digital repression. Around 
the world, governments have developed methods for coopting and even coercing 
internet firms into complying with abusive policies. Authorities have also procured 
new surveillance technologies from firms that have too often displayed disregard for 
business and human rights principles. This chapter outlines how different industry 
players range from unwitting to unscrupulous agents of state repression.

Authoritarian intermediaries

Governments, led by the United States, had long pursued a laissez-faire approach to 
regulating the internet. However, driven by real and perceived online harms and, in 
some cases, a desire for regime control, an increasing number of states have 
passed legislation that imposes requirements on telecommunication firms, social 
media companies, and other internet intermediaries (Shahbaz and Funk 2021). 
Cybercrime, data protection, and antiterrorism laws can be controversial in 
democratic contexts; in autocracies, similar provisions are regularly used to pressure 
companies into compliance with human rights violations.

Telecommunications companies and internet service providers (ISPs) consistently 
face demands to censor nonviolent political, social, and religious content, including 
independent journalism or materials related to marginalized populations. Most 
countries also require firms to retain data about their users, share it with law 
enforcement, and allow for lawful interception of electronic communications or to 
monitor their users. A 2009 cybercrime law obliges ISPs in Iran to filter thousands of 
nonviolent political, social, and religious websites that threaten the Islamic regime. 
Authorities have banned major foreign social media and communication platforms 
that have been crucial to documenting violence against nonviolent protesters 



(Alterman and Alimardani 2022). In Myanmar, the military ordered ISPs to shut down 
internet service entirely during a 2021 coup. Largescale crackdowns on freedom of 
expression and access to information, combined with rising pressure to cooperate 
with surveillance agencies, led the Norwegian ISP Telenor to exit the market in the 
following year (Dunant 2022).

Search engines, social media, app stores, and other digital platforms routinely come 
under pressure to remove content. The Turkish government banned access to 
Twitter in 2014 for refusing to take down accounts and tweets that allegedly violated 
local laws, including “an account accusing a former minister of corruption”. Although 
Twitter successfully challenged the ban in court, the company has faced numerous 
bans and ultimately resorted to restricting posts for users based within the country 
(Ozbilgin and Coskun 2014; Gadde 2014). Vietnamese authorities used a similar 
tactic to coerce Facebook to take down anti-government posts in 2020. (Pearson 
2020) Like ISPs, platforms receive requests from courts and executive agencies to 
hand over user data. Requests to platforms have expanded dramatically over the 
years; Google’s transparency report noted an increase from 27,625 requests in 2010 
to 174,569 in only the first half of 2022 (Google 2022).

Compliance with an illegitimate request can bring devastating consequences. For 
example, Yahoo cooperated with Chinese authorities in 2004 to identify a local 
journalist who used an anonymous email address to contact overseas human rights 
groups, leading to his imprisonment on a 10-year term (The New York Times 2007). 
Over the years, many multinational companies have closed their China-based 
operations as the country has ramped up its regulatory pressure against technology 
firms (Lin 2021). Their exit may leave space for firms with a more dubious 
commitment to human rights. A Wall Street Journal investigation found that 
employees at Huawei, a Chinese telecommunications firm, assisted Ugandan and 
Zambian authorities to repress local opposition figures and journalists (Parkinson et 
al. 2019)



Merchants of digital repression

While internet intermediaries can be complicit in rights violations in the course of 
offering information and communication services, surveillance companies play a more 
direct role in enabling state repression. States have long outsourced security and 
even military operations to the private sector. Today’s merchants of digital repression 
primarily market their products to law enforcement and intelligence agencies, as well 
as a variety of state and commercial actors. Two industries – facial recognition 
technology (FRT) and spyware – have particularly alarming consequences for human 
rights in the digital age.

FRT systems analyze video and images against a database of photos to identify 
people in real-time or asynchronously. While inconsistencies in the technology can 
compound existing discrimination and lead to mistaken arrests, as it has in the United 
States, the effectiveness of FRT also presents a significant danger (Hill 2020). For 
example, police in Moscow used FRT to detain several activists and journalists in 
June 2022 because they were deemed to constitute “potential protesters”. (Current 
Time 2022). In 2011, members of the persecuted Falun Gong group sued Cisco, a 
US-based multinational, for allegedly facilitating human rights abuses after the leak of 
an internal corporate presentation regarding possible projects in Beijing (Reitman 
2011). More recently, the US government condemned Hikvision, a Chinese company, 
for enabling mass repression and serious human rights violations against the Uyghur 
and other minority populations in the Xinjiang region of China (Bateman 2022).

Several spyware companies have come under scrutiny for their dubious ethical 
practices and, in some cases, alleged unlawful practices. For over a decade, Citizen 
Lab and other groups have documented abuse by purveyors of targeted interception 
technology. Hacking Team, an Italian firm, claimed to have a system for vetting 
clients and restricting their use of the company’s spyware products if found to 
engaging in human rights violations. Nonetheless, investigative researchers found 
the company’s imprints on the devices of journalists and political activists in over 20 



countries, and a leaked client list revealed contracts with the security agencies of 
several autocratic regimes, including Egypt, Saudi Arabia, and Sudan (Kopfstein 
2014; Greenberg 2015).

The scrutiny has resulted in limited accountability. One bombshell investigation found 
a list of over 50,000 phone numbers believed to have been targeted by Pegasus, a 
product of the Israel-based NSO Group (Kirchgaessner et al. 2021). Researchers 
have identified at least 180 journalists in the database (Rueckert 2021). In 2021, the 
US Commerce Department added the NSO Group and three Israeli, Russian, and 
Singaporean companies to a blacklist in response to their “malicious activities that 
threaten the cybersecurity of members of civil society, dissidents, government 
officials, and organizations here and abroad” (U.S. Department of Commerce 2021). 
Nonetheless, countless spyware firms remain in operation around the globe, and few 
governments have regulations in place that limit their use by law enforcement and 
security services (Mazzetti et al. 2022)

Addressing supply and demand

The private sector is a crucial intermediary between states and citizens in the 21st 
century. In line with the United Nations Guiding Principles on Business and Human 
Rights, technology companies should evaluate and mitigate any human rights risks 
related to their business, particularly when operating in countries that lack the rule of 
law and respect for human rights. Firms should develop internal processes for 
pushing back against illegitimate government requests and map out scenarios in 
which they would decide to exit problematic markets entirely (Arun 2022). 
Researchers and investigative reporters play a powerful role in raising awareness of 
companies’ errant practices, and policymakers should respond with legislation that 
constrains opportunities for abuse by both the private sector and state agencies. 
Ultimately, the best defense against digital repression remains robust democratic 
institutions.
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6. When democracies employ repressive technology, what are the repercussions?

Jessica Brandt

Anti-democratic leaders employ repressive technologies to tighten their grip on 
power at home, silence critics beyond their borders, and interfere in democratic 
states and institutions abroad, with damaging consequences for the rights of millions 
of people worldwide (Brandt 2022b). But authoritarian governments are not alone in 
harnessing digital technologies to accomplish their objectives. Democratic 
governments have used facial recognition systems, biometric identification and 
predictive policing for law enforcement purposes. They have also used them for 
national security purposes, to monitor potential threats. Some have used commercial 
spyware to achieve political aims -- targeting journalists, activists, opposition 
politicians, government officials and business executives.

When democracies employ repressive technologies, they undermine the civil and 
human rights of the individuals and communities they target. They weaken the rule of 
law. By silencing journalists and opposition leaders, they damage the vibrant and 
open information environment on which democracy depends. In using repressive 
technologies, democratic governments undermine the credibility of their institutions 
and of democratic systems more broadly, making it easier for authoritarian 
governments to advance critiques rooted in “whataboutism”, the practice of 
responding to an accusation by making a counteraccusation or raising a different 
issue (Merriam-Webster n.d.). They also make it harder for democratic governments 
to push back on authoritarian uses of repressive technologies – against their own 
citizens, and against diaspora populations living within democratic societies. In short, 
when democracies employ repressive technology, they become less democratic 
themselves and worsen their position in the emerging geopolitical competition 
between democracies and their authoritarian challengers.

The state of play



Much has been written about uses of digital technology by autocrats to surveil, 
repress, and manipulate domestic and foreign populations, often for the purposes of 
consolidating power or undermining challenges to their legitimacy (Polyakova and 
Meserole 2022; Brandt 2022b). Although they do so less frequently, given normative 
and institutional constraints, democracies have employed repressive technologies too 
– sometimes for law enforcement or national security purposes; others to preserve 
their grip on power (Feldstein 2023). In Greece, for example, intelligence services 
appear to have used spyware to monitor an opposition leader, investigative 
journalists, and a foreign national working for a global corporation (Markham and 
Emmanouilidou 2022; Stevis-gridneff 2023). In Indonesia, police may have used 
commercial spyware to persecute LGBTQ communities and religious minorities 
(Feldstein 2023; Yaron 2020). In Mexico, dozens of lawyers, human rights 
defenders, opposition politicians, anti-corruption advocates, and investigative 
journalists have been targeted by spyware sold to that country’s government (Ahmed 
and Perlroth 2017; Kirchgaessner 2022; Sheridan 2021). These are far from the only 
cases: at least 27 other democratic governments worldwide have acquired 
commercial spyware tools (Feldstein 2023). Meanwhile, law enforcement agencies in 
at least eleven European countries are using biometric recognition systems for 
investigations (Ragazzi et al., 2021).

Democratic societies have also been responsible for the spread of repressive 
technology to abusive regimes around the world. Oracle, a U.S.-based company, has 
partnered with purveyors of technology used to build China’s Orwellian surveillance 
state (Hvistendahl 2021). Equipment sold by Sandvine, a Canadian firm, has been 
used to censor the internet in Azerbaijan, Belarus, Egypt and Jordan (Gallagher 
2020). France’s Nexa Technologies sold spyware to Egypt and Libya that was 
implicated in the torture of dissidents, among other human rights abuses (O'Neill 
2021).  Israel, by far the leading exporter of commercial spyware and digital forensic 
tools, approves export licenses for their sales (Priest et al., 2021; Feldstein and Kot 
2023). So, while the conventional wisdom is that China is predominantly responsible 



for providing repressive technology to autocrats around the world, Beijing is far from 
the only player to do so (Feldstein 2021).

The repercussions

Weaker Democracy at Home

When democracies deploy repressive technologies, they undermine the civil and 
political rights of their targets, including the rights to freedom of speech, association, 
and assembly. They also undermine the democratic character of their societies. As a 
study commissioned by the European Parliament put it:

Political participation is affected by spyware in that spied-on citizens can be 
intimidated into abstaining from engaging in interactions having political content, from 
sincerely expressing their views, and from associating with others for political 
purposes. This affects the quality of a democratic public sphere, which ultimately 
relies on the citizens’ inputs and reactions (Sartor and Loreggia 2022).

This is especially important because spyware targets – often journalists, opposition 
politicians, and activists – tend to occupy important space in a free society because 
of the role they play in enabling the political participation of others (Sartor and 
Loreggia 2022). Moreover, by silencing critics – whether journalists or opposition 
leaders – through the use of these technologies, governments undermine the 
freedom and openness of the information environment that are essential for 
democracy to thrive. Democracy ultimately depends on the idea that the truth is 
knowable, and that citizens can pursue it, share it, and use it to govern themselves 
(Brandt 2022a). To the extent that it abridges rights to privacy, expression, 
association and due process, the use of repressive technologies by democratic 
governments can also undermine the rule of law (American Bar Association 2022). 
Finally, the use of these technologies can also undermine the electoral process 
directly if hacked information is weaponized against opposition candidates, or if the 



fear of being targeted leads individuals not to seek office or not to participate in 
political campaigns (Sartor and Loreggia 2022).

Diminished Credibility and Influence

By using repressive technology, democratic governments undermine the credibility of 
their institutions, which aspire to adhere to liberal principles. Especially given their 
considerable soft power and the moral authority that comes with their aspiration to 
liberal principles, democracies will model for governments everywhere how digital 
technology may be used. Their failure to live up to those principles could legitimate 
abusive uses of digital tools, with consequences for the rights and freedoms of 
millions of people around the world.

The use of repressive technology by democratic governments also makes it easier 
for autocrats to use “whataboutism” to dent democracy’s appeal to would be-activists 
at home and to diminish the soft power of democratic governments. For example, 
China regularly casts the United States and its European partners and allies as 
hypocritical in their support for political freedoms and coopts the language of 
liberalism to position its own governance model as a “whole process democracy” 
(Brandt 2022a). Russia too disseminates a steady stream of propaganda content 
painting the Western governments as hypocritical, drawing on places where they 
have fallen short of their ideas (Brandt 2022a). This leaves democratic societies 
less-well positioned to face the emerging geopolitical competition between 
democracies and their authoritarian challengers – both in the information domain and 
beyond it. That is because the global prestige and attraction of open systems is a 
critical asymmetric advantage of democracies in that contest (Brandt et al., 2020).

Jessica Brandt is policy director for the Artificial Intelligence and Emerging Technology  
Initiative at the Brookings Institution and a fellow in the Foreign Policy program’s Strobe  
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7. Do digital technologies benefit governments or empower civil society actors?

Anita R. Gohdes

Digital technologies are profoundly impacting state-society relations, and we are only 
slowly beginning to understand how far-reaching the implications are. The Internet 
has upended traditional media, has massively expanded the availability of information 
for those who have access to it, and has introduced new forms of communication and 
coordination. Trying to assess the Internet’s impact has remained an exceedingly 
difficult task for researchers, not least because it is a moving target: online spaces 
and the power asymmetries they produce are forever changing (Munger 2019).

Despite the difficulties of assessing the role of digital technologies at a societal level 
it is useful to take stock of the present status of things. I contend that presently, 
digital technologies are, on average, tipping the balance of power towards repressive 
states, when compared to the benefits they provide for civil society. It is not that 
digital technologies do not bring tangible benefits to civil society, but that state actors 
are currently able to weaponize digital technologies in ways that directly and 
forcefully undermine the work of human rights defenders, independent journalists, 
and marginalized communities.

Information and communication technologies have brought with them a range of tools 
that allow civil society to more effectively reach their constituents, to build cross-
national and cross-sectoral coalitions, and to coordinate protests and humanitarian 
relief efforts. They also provide access to information for citizens who were 
previously constrained to consuming state-controlled media outlets. Public, semi-
public and closed online spaces all enable new forums for marginalized groups, 
including LGBTQ+ people, racialized minorities, and for other members of society 
who traditionally do not have safe access to public spaces in the offline world. During 
the COVID-19 pandemic, digital technologies were crucial for the continuation of 



routine activities (such as school), and in the aftermath of the recent Earthquake in 
Turkey and Syria social media apps helped coordinate relief and rescue efforts 
efficiently.

Notwithstanding the just mentioned benefits for civil society, I argue that governments 
currently have the upper hand in controlling digital technologies. I distinguish 
between three spheres of control: Governments can constrain civil society online 
activity by passing laws and regulations aimed at criminalizing online speech, by 
weaponizing their domestic digital infrastructure, and by manipulating online spaces.

Criminalizing online content

In response to growing concerns about online mis- and disinformation, governments 
across the world have instituted a variety of laws targeting both content creators and 
content hosts, aimed at holding them accountable for content deemed to be 
misinformation.  States’ abilities to change laws and regulations of online spaces 
provide them with an advantage vis-à-vis civil society actors, in that it opens up the 
possibility sanctioning unwanted civil society content under the guise of non-
compliance with the law (Morgenbesser 2020). Where policies to regulate online 
speech the law have been kept deliberately vague they have provided significant 
leeway for enforcement authorities to interpret the policies in political ways, for 
example by targeting content posted by minorities and opposition movements. Legal 
measures aimed at regulating online content in countries with non-democratic 
institutions are particularly prone to being instrumentalized for political purposes, and 
can also have a chilling effect on users’ willingness to engage online if they are 
unsure of what content is permissible, and what content is not (Parks and Thomson 
2020).

Weaponizing digital infrastructure

Beyond legal means, governments in most countries yield significant power over their 
digital infrastructure, which facilitates the implementation of digital censorship and 
surveillance technologies. The non-profit organization Access Now reported that in 



2021 there were 182 intentional disruptions of the Internet occurred in 34 countries 
across that world, considerably higher than the 159 recorded instances in the year 
before. Censorship technologies allow authorities to control online spaces in ways 
that can significantly affect the ability of civil society actors to operate effectively. For 
instance, a number of countries systematically block access to websites that host 
LGBTQ+ content (OutRight Action International et al. 2021). Censorship also occurs 
at the content-level, which is common in countries that have substantial control over 
the domestically popular social media platforms (Pan 2017). Outside of regular 
politics, shutting down digital infrastructure has been used as part of concerted 
military efforts aimed at crushing the opposition, and has been linked to an increase 
in indiscriminate violence (Gohdes, forthcoming). During mass protests in Iran in 
2019 the Iranian authorities shut down the Internet and employed lethal repression, 
systematic intimidation, and threatened the relatives of victims to not talk about their 
experiences once the Net was restored.

Governments can furthermore weaponize digital infrastructure through online 
surveillance (Xu, 2021). Mass analysis of metadata and social media content can 
help obtain information on current and future trouble-makers, and information 
gleaned from such sources as well from text messages and phone calls has been 
used to detain civil society members in countries such as Iran, Ethiopia, and Syria. 
Online surveillance can expand and enrich intelligence gathering activities of 
governments, thereby expanding access into previously hard to reach sectors of 
society (Gohdes, forthcoming). The targeted employment of malicious spying 
software has gained increasing popularity among nation-states. The Citizen Lab 
published a report in 2018 that documents spyware operations in 45 different 
countries, underlining the global breadth of surveillance activities (Marczak et al. 
2018).

Manipulating the information environment



The third way in which governments benefit from digital technologies is through the 
manipulation of online spaces. While civil society actors can and do engage in the 
manipulation of online media, evidence is accumulating on state and state-affiliated 
actors’ online engagement. Due to their unrivaled access to the financial and human 
resources needed for the successful implementation of mass online manipulation, 
states have become extraordinarily successful at exploiting the design and politics of 
social media sites. Research on China has found that state-affiliated accounts 
strategically flood social media with pro-government content, aimed at drowning out 
other voices (Roberts 2018). In the Philippines, the United States, and Turkey, 
among others, researchers have documented coordinated online harassment against 
civil society members (Nyst and Monaco 2018). Strategic multi-platform campaigns 
that combine different facets of media manipulation have been traced back to actors 
close to the Saudi government (Jones 2022).

While I have focused my arguments here on repressive states, the implications are 
also relevant for liberal democracies that traditionally engage in lower levels of violent 
coercion. As Hegghammer (2021) notes in his analysis of the technological controls 
that were put in place in many liberal countries across the world as part of the War 
on Terror: ‘the rise of states immune to rebellion is not a good thing. It is naive to 
think that states’ new powers will be used only against people plotting bomb attacks’.

Conclusion

States’ ability to criminalize civil society content, weaponize digital infrastructure, and 
manipulate the information space means that the Internet currently provides more 
benefits to repressive states than it does to civil society. That is not to say that digital 
technologies can and do not empower civil society across the world. The mere fact 
that repressive governments perceive unmediated access to the Internet under their 
jurisdiction as so problematic that they invest heavily in controlling, censoring, and 
manipulating it suggests that unchecked digital technologies are seen as an 



existential threat to state power. Protecting and strengthening online spaces for civil 
society is now more important than ever.
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8. Political and Economic Tradeoffs: Understanding the Dictator’s “Digital 
Dilemma”

Jaclyn A. Kerr

As the Internet and digital information and communication technologies (ICTs) have 
spread globally, governments around the world have struggled to understand the 
transformative impacts of these technologies and determine how best to govern 
them.  This challenge has been particularly acute for nondemocratic states where 
availability of the new technologies offered citizens new mechanisms for free 
expression, association, information sharing, and protest mobilization.  Left 
unrestricted, these new tools and civic spaces could contribute to political instability, 
risking the downfall of the ruling regime.  But rulers have also had to consider 
potential economic and political costs of restrictions.

The concept of a “Digital Dictator’s Dilemma” first surfaced in the late 2000s and 
early 2010s in analyses seeking to make sense of these tradeoffs (Drezner 2010; 
Zuckerman 2008).  Models suggested that “dictators” select optimal restriction levels 
to maintain an equilibrium of control within the new technological environment.  The 
concept featured in debates between web-idealists and cyber-realists, supporting 
arguments for why the Internet’s long-term impact on society would likely bend more 
towards liberation and democratization or control and repression (Diamond 2010; 
Shirky 2011; Morozov 2011).  Researchers used it to examine why policy responses 
differed across nondemocratic states, explaining variation between more and less 
repressive approaches.  While dictator’s dilemma models constitute a significant 
simplification of complex, globally interdependent and sometimes-decentralized 
processes, these approaches – properly-caveated – can be useful tools for better 
understanding the history and ongoing development of digital authoritarianism.

The Expanding Internet and Governance Tradeoffs



Early discussions of a “digital dilemma” for governments took place in a period of 
high-visibility mass protest mobilizations in which the Internet, mobile phones, and 
social media were perceived as playing prominent roles.  These included Iran’s 
Green Movement, the Arab Spring, Russia’s Bolotnaya Protests, and even unusual 
protest and social unrest events in established democracies such as the London 
Riots and Occupy Wall Street movement.  The global spread of digital technologies 
and infrastructure were widely discussed as empowering movements for 
liberalization, reform, and democratization.  But their potential abuses to reinforce 
state control and enable new forms of repression were also coming into focus with 
research detailing digital censorship, surveillance, and manipulation of the 
information environment (MacKinnon 2010).  While debate raged over whether the 
new technologies would ultimately serve a purpose more of “liberation” or “control,” it 
became increasingly clear that how governments decided to restrict or utilize the 
technologies would play a role in determining these outcomes.

By the early 2010s, there was already noteworthy variation between approaches.  
Research on Internet restrictions in different countries demonstrated a wide variety of 
legal, extra-legal, and technical approaches by which governments – and 
authoritarian regimes in particular – sought to control the network within their 
territories.  While some of the most closed authoritarian regimes (e.g. North Korea) 
had attempted to completely isolate their citizens from the global Internet, others had 
implemented strict filtering and blocking regimes aimed to prevent their citizens from 
accessing content concerning sensitive political or social issues and in some cases 
blocking their use of internationally popular social media sites (e.g. China, Saudi 
Arabia).  Other countries had employed a variety of different approaches – some of 
them less obvious – to control content or access to particular materials at specific 
moments (e.g. Russia).  Regimes employed a wide range of control tactics, including: 
cutting off or throttling access at key moments, limiting use through high costs, 
weaponizing draconian laws and prosecutions, pressure on or takeovers of private 
sector companies, pervasive as well as targeted forms of surveillance, and covert 
production or manipulation of content (Deibert et al 2010).



Digital dictator’s dilemma models and comparative research across cases made 
sense of this variance explaining factors that prompted states to adopt more or less 
repressive approaches to the Internet or could influence selection of particular 
control approaches.  Regime type was one obvious explanation.  There was good 
reason to expect a regime's approach to the Internet to resemble its prior policies in 
regulation of offline civic freedoms such as freedom of expression, media, 
association, and protest.  Nondemocratic regimes were overall more inclined to 
censor and repress Internet use.  Thus, China's “Great Firewall” emerged as an 
exemplar of a system to censor Internet content in order to prevent protest 
mobilization and maintain social stability (King, Pan, and Roberts 2013).  Yet many 
nondemocratic states did not censor the Internet or did so less robustly than they did 
other media forms leading sometimes to surprisingly asymmetric online-offline policy 
gaps.  Economic, political, and technical factors helped explain these asymmetries 
and the different approaches taken by states of relatively similar regime types.  
These factors also clarify how digital policy dynamics have changed over time.

Rising Authoritarianism and the Spread of Digital Illiberalism

The last decade has seen significant decline in digital freedom globally.  This has 
involved both intensification and wider uptake of digital illiberal practices.  Some of 
these developments can be explained by changes in the digital governance 
dilemmas confronted by nondemocratic regimes.  Taking off in the post-Cold War 
period of globalization, the Internet and ICT sector’s global expansion was seen in 
most countries as critical to economic growth and development.  Even among 
nondemocratic states, many governments focused first on the opportunities 
associated with building a vibrant digital ecosystem and avoided restrictions that 
would hamper this development or frighten off investment.  This coincided with the 
global expansion of hybrid and competitive authoritarian regime forms many of which 
maintained power partly through public support, relying on perceptions of economic 
performance and facades of democracy more than extreme forms of coercion and 



repression.  Such regimes utilized “low intensity coercion” and targeted repression, 
but abstained from overt and widespread violations of democratic norms in order to 
benefit from global economic integration and avoid consequential reputation costs at 
home and abroad (Levitsky and Way 2010).  In digital governance this sometimes 
took the form of subtle, covert, and plausibly deniable “next generation” 
manipulations of the information environment in lieu of systemic censorship (Deibert 
et al 2010).

This balance became more challenging though as Internet penetration grew and, 
with it, the perceived role of ICTs in mass protest mobilizations.  Following the 
prominent protest movements of the early 2010s, threat perceptions around the role 
of the Internet hardened in many nondemocratic countries.  What once had been 
seen as a source of growth and performance legitimacy became viewed as a threat 
to regime stability and survival.  In 2014, for example, Russian President Vladimir 
Putin famously referred to the Internet as a “CIA project” – a rapid about-face from 
Dmitry Medvedev’s presidential Twitter account and touring of Silicon Valley (Clark 
2010; MacAskill 2014).  Though governments seeking to rein in the role of ICTs had 
sometimes been constrained by lack of technical know-how, low state capacity, or 
public opinion blow-back, the 2010s saw a period of significant authoritarian learning 
and the increasing availability of affordable censorship and surveillance systems 
through global markets.  The normative environment regarding appropriate 
democratic approaches to Internet freedom simultaneously became more fragmented 
and contentious, lessening the costs of noncompliance.  Diffusion dynamics across 
states of similar regime types demonstrated that digital policy outcomes were no 
longer isolated choices of particular regimes but increasingly also involved elements 
of legal or technical emulation, collaboration, or transfer (Kerr 2018).

A rapidly changing geopolitical and technological environment over the last decade 
has further complicated the digital dilemmas faced by governments, shaping the 
ongoing evolution of digital illiberalism as well as debates within and across 
democracies.  The rise of interstate cyber and information conflict and increasing 



technological competition has shifted common understandings of the Internet and 
cyberspace from a primarily positive sum arena to a nexus of great power 
competition and security vulnerability.  This has coincided with growing consideration 
of risks as well as benefits associated with interdependence and globalization, 
manifest in the digital realm in calls for “data localization,” “digital sovereignty,” or 
“decoupling”  (Drezner, Farrell, and Newman 2021; Kerr 2022).  The changing 
natures of the technologies themselves, furthermore, alter what uses are being 
governed and what mechanisms of control or repression are possible.  We see this, 
for example, in debates about the civil liberties and security repercussions of smart 
cities and the Internet of Things, privacy and equity concerns around big data and 
facial recognition, as well as in discussion of novel proliferation threats or ethical 
concerns related to data-centric fields of AI, additive manufacturing or synthetic 
biology (Bajema 2018; DeNardis 2020; Horowitz et al 2018; Wright 2019).  
Considerations about appropriate democratic governance of social media and online 
speech in the face of growing concerns around disinformation and extremism 
highlight the potential for emerging digital technologies to unsettle existing 
governance arrangements.

Conclusion: Implications and Policy Consideration

The global spread of the Internet and digital information technologies is an ongoing 
historic transformation with far-reaching repercussions for the future of government 
and society.  Initially destabilizing to some prior systems of government, growing 
Internet and ICT use has engendered various adaptive responses and consequent 
further differentiation and evolution of political regime types.  Part of this adaptive 
process has amounted to closing online-offline policy asymmetries as governments 
learn how to implement similar online measures to their preexisting offline tendencies 
– whether authoritarian, democratic, or of some hybrid regime form.  But as digital 
technologies become more pervasive in society, regulating their use becomes less 
about a separate governance sphere and more about overarching regime 
approaches to control or repression.  The technology becomes a forcing device 



towards the establishment of new governance equilibria.  Allowing different new 
affordances for both states and civil society actors, it engenders and facilitates 
innovation on both parts, whether to maintain or challenge existing forms of 
governance and control.

The conceptualization of a “digital dictator’s dilemma” as a model for understanding 
these processes and making sense of the spread of illiberal digital governance 
practices is of renewed relevance today in light of the increasing extremity and 
spread of digital repression.  The conceptualization of digital policy outcomes in 
states as resulting primarily from separate, deliberate, centralized, unitary, and 
rational decision processes can risk being overly reductionist.  It can miss the roles of 
more decentralized or path-dependent processes, complex interdependencies 
across states, or nuanced variations in forms of digital control and their 
implementation.  But such models can also be a critical piece in understanding 
conflicting pressures shaping policy options, particularly in nondemocratic settings 
where researchers have limited insight into precise political processes.  They can 
counter tendencies to see digital policy in black-and-white terms of democratic 
versus authoritarian binaries.  By helping clarify forces influencing policy outcomes in 
nondemocratic contexts, they can also serve as a tool for developing better foreign 
policy interventions to limit the spread and extremity of digital illiberalism.
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9. Responding to Digital Repression: Opportunities for Governments

Allie Funk

Digital  repression is  more  sophisticated,  entrenched,  and transnational  than  ever 
before. Governments across the democratic spectrum are deploying technology as a 
vehicle for control. This chapter outlines key opportunities for states to respond: (1) 
more effective multilateral coordination; (2) bolstered national protections for human 
rights online; and (3) increased investment in local actors.

Ultimately,  no government can address this problem alone. Human rights groups, 
media institutions, and activists are on the front  lines of resisting repression, and 
industry  experts  possess  technical  knowledge  and  experience  from  years  of 
confronting censorship and surveillance. States should take an inclusive approach to 
policymaking, closely working with civil  society,  academia, the private sector,  and 
other  experts  to  create  and  implement  these  recommendations,  monitor  their 
effectiveness, and innovate new approaches. Working together, governments, civil 
society, and industry can foster a more democratic future.

At the international level

Greater  coordination  among  likeminded states  is  necessary  to  respond  to  digital 
repression.  At  the  international  level,  governments  can  reinvigorate  norms  in 
multilateral  and  bilateral  settings,  incorporate  internet  freedom  in  democracy 
assistance, and reduce opportunities for foreign actors to use digital technology for 
harm.

Democratic investments in multilateral bodies like the United Nations (UN) and the 
Freedom  Online  Coalition  (FOC)  are  important  counterweights  to  efforts  led  by 
authoritarian states like Russia and China, which have vied to cement their model of 
digital control at global forums. Established in 2011 largely for diplomatic coordination 



(Jackson et. al 2022), the FOC presents an unrealized opportunity for human rights 
online, and recent investments in the body – including by the U.S. government as 
2023 FOC chair  – present  a  chance to  reinvigorate the alliance.  Member states 
should  strengthen  the  body’s  name recognition  and  its  ability  to  drive  diplomatic 
coordination  around  tech  policy.  They  should  also  proactively  articulate  the 
advantages of free and open internet and engage with the so-called "swing states” of 
internet freedom, showing that protecting human rights benefits local economies and 
national security.

Democracies should not shy away from participating in multilateral standards-setting 
bodies.  The  UN’s  International  Telecommunication  Union  (ITU)  has  been  an 
unexpected breeding ground for authoritarian influence, particularly under China’s 
recent leadership. In these spaces, democracies can prevent slides toward digital 
repression, including by safeguarding the internet’s decentralized infrastructure and 
supporting internet-related multistakeholder bodies – like the Internet Corporation for 
Assigned Names and Number (ICANN) – where civil society and non-governmental 
experts have decision-making power.

Democracies should also combat digital  repression through bilateral  engagement. 
More than three-quarters of the world’s internet users live in countries where they 
face legal repercussions for expressing themselves online (Shahbaz et. al 2022); 
when  engaging  with  perpetrator  countries,  democracies  should  advocate  for 
repealing  laws  criminalizing  free  expression  and  unconditionally  releasing  people 
detained under these statutes.

A free-for-all private market has allowed spyware, social media monitoring, and other 
advanced technology to be sold at affordable prices. This has lowered the cost of 
entry for security agencies, law enforcement, and other state entities that target their 
populations  at  home  and  abroad.  Democracies  should  strictly  limit  the  sale  and 
export of censorship and surveillance technologies that can undermine human rights, 
particularly to governments that have engaged in patterns of repression.



Finally,  democracy  assistance  programs  should  support  civil  society  working  on 
these  issues  and  limit  the  impact  of  digital  repression  on  communities.  Non-
governmental  groups and human rights defenders face daunting challenges, from 
legal  and  physical  repercussions  to  constrained  financial  resources.  Assistance 
programs  should  provide  easy-to-access  funding,  technical  expertise,  and  other 
support,  and  prioritize  creating  open-source  and  user-friendly  technology  for 
censorship  and  surveillance  circumvention.  Courts  also  serve  as  a  bulwark  for 
human  rights  online  (Shahbaz  et.  al  2022).  Assistance  programs  should  aim  to 
safeguard  judicial  independence,  improve  technical  literacy  among  judges,  and 
provide resources for strategic litigation.

At the national level

Democracies’  problematic  behavior  at  home  resonates  beyond  their  borders: 
autocratic leaders often point to democracies’ actions to justify their own repression. 
For example, Germany’s controversial Network Enforcement Act – which compels 
companies  to  remove  vaguely  defined  “illegal”  content  without  judicial  oversight 
(Human  Rights  Watch  2018)  –  has  been  used  as  a  model  by  at  least  13 
governments, including by less free states to silence the speech of civil society and 
opposition politicians (Freedom House 2022). Responding to the global misuse of 
technology requires democracies to look inward and embed human rights protections 
into national-level policies.

Disproportionate surveillance remains one of democracies’ most glaring problems in 
this space. An increasingly securitized mindset has driven a misguided belief that 
intrusive  tools  and  access  to  troves  of  data  will  bring  about  a  safer  society. 
Policymakers  should  instead  strengthen  domestic  privacy  protections,  and 
surveillance rules – including those that use biometrics and open-source intelligence 
methods like social media monitoring – should adhere to the International Principles 
on  the  Application  of  Human  Rights  to  Communications  Surveillance  (2013), 



guidelines created by an expert coalition outlining under what circumstances state 
access to data is justified.

Democratic  leaders  have  also  sought  to  undermine  end-to-end  encryption,  a 
necessary  cybersecurity  protocol  for  human  rights  defenders,  journalists, 
businesses, and governments themselves. Policymakers should not mandate “back 
doors,” establish requirements for traceability of messages, or reduce intermediary 
liability protections for providers of encryption services. Democracies’ disparaging of 
encryption benefits autocratic leaders seeking a pretense to dismantle the technology 
for their own political ends.

Strong data protection laws that minimize what data the private sector can collect, 
how it can be stored, and with whom it can be shared can reduce digital platforms’ 
vulnerability as vehicles for state repression. For instance, if specific categories of 
personal  data  cannot  be  fed  into  recommendation  systems,  state  propaganda 
campaigns that rely on microtargeting people based on personal characteristics may 
not have the same reach.

Additionally, free expression and access to information should be central pillars to 
states’  policy and governance of  the digital  ecosystem, but  censorship has been 
normalized as a legitimate policy tool. In 2021, India secured its bleak title as the 
world’s leader in internet shutdowns for the fourth time (Access Now 2022).  And 
blocks to websites hosting political, social, and religious content reached an all-time 
high in 2022 (Shahbaz et. al 2022).

Governments should refrain from disrupting internet access and blocking services 
that  host  content  with  which they disagree.  While platforms can present  genuine 
human  rights  and  national  security  concerns,  blocking  them entirely  is  arbitrary, 
disproportionate,  and  unduly  restrictive.  Instead,  policymakers  should  incentivize 
platform responsibility and bolster transparency across advertising systems, content 
moderation, algorithmic systems, and other core practices. Vetted researchers can 



also be given access to certain forms of data from large platforms, which can inform 
future policy development, research, and advocacy. Strengthened transparency can 
shed light into how the private sector contributes to digital repression. The European 
Union’s  Digital  Services Act  serves  as one  promising  model  for  regulating  large 
platforms.

Finally,  content  hosts  should  benefit  from safe-harbor  protections  for  most  user-
generated and third-party  content.  Strong protections  against  intermediary liability 
are imperative amid rising state censorship.  They encourage responsible  content 
moderation of violent, incendiary, or harmful speech that may otherwise be legal in a 
given country and,  without  them, websites and platforms may err  on the side of 
censorship rather than protect speech in order to avoid being held liable.

At the local level

Local stakeholders – including state officials, news outlets, and grassroots activists – 
are most directly connected to their communities and are critical for building digital 
resilience.  Diverse  and  independent  local  media  are  at  risk  from  hostile  actors, 
market  concentration,  and  a  lack  of  sustainable  funding.  People  are  thus  losing 
access  to  reliable  information  that  encourages  public  participation,  explores  the 
impact  digital  technology  has  on  human  rights,  and  holds  powerful  actors 
accountable. Democracies should support local  media environments by giving full 
access  to  state  officials  and  resources,  protecting  from  online  harassment  and 
intimidation,  and  supporting  financial  assistance  and  innovative  financing  models, 
skills training, and mentoring.

Finally,  civic  education  and  digital  hygiene  programs  can  help  build  capacity  to 
identify  and  debunk  unreliable  information,  including  from  state  disinformation 
campaigns. Funding to local schools and training programs, at all educational levels, 
should prioritize digital and media literacy, and digital  hygiene best practices, like 
using  virtual  private  networks.  Fostering  a  strong  public  understanding  of  and 



resilience to digital repression empowers people to defend human rights domestically 
and support foreign policies that protect them abroad.

Allie Funk is Research Director for Technology and Democracy at Freedom House. She leads  
the   organization’s   technology   and   democracy   initiative,   including Freedom   on   the  
Net, Election Watch for the Digital  Age,  and work related to protecting a  free and open  
internet. She also represents Freedom House on the Freedom Online Coalition's Advisory  
Network, and her analysis on human rights online has been published in numerous Freedom 
House reports and in the Washington Post, the Los Angeles Times, WIRED, the Hill, the  
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10. The Role of Multinational Corporations in Combating Digital Repression

Richard Crespin, Caroline Logan and Ana Blanco

In  the aftermath of  the Russian invasion of  Ukraine,  Russian citizens found their 
digital and social media channels inundated with messages claiming Ukraine’s “Nazi-
led government” planned to invade their country and that international reports stating 
the opposite were a hoax. This kind of digital repression leaves Russian citizens in 
the  dark  and  has  severely  impacted  the  Russian  economy,  as  pressure  from 
investors and consumers has led to hundreds of multinational corporations (MNCs) 
forfeiting  their  investments  and  leaving  the  country  (OECD,  2022  and  Scientific 
American, 2022).

Alongside the obvious human costs, digital repression negatively affects business, as 
trade and commerce suffer  in  the  absence of  access to  truthful  information  and 
autocratic regimes often subvert market economies, depriving businesses and their 
customers of healthy competition. Digital platforms are caught in a global cat-and-
mouse struggle between autocrats seeking to exploit communication technology for 
political gain, and citizens and corporations who need the same tools to fight such 
regimes (Feldstein 2021). MNCs across industries, and tech platforms in particular, 
play a crucial role in combating digital repression and must take action to protect 
business interests and the public.

Digital repression carries a high cost for MNCs including:

1. Business operations: digital government censorship and information manipulation 
impede company operations and disrupt supply chains.
2. Corporate reputation & brands: especially if  they are perceived as cooperating 
with government censorship or surveillance.
3.  Financial losses: blocking a company's website or services limits its reach with 
customers and consequently its revenue.



4.  Legal compliance challenges: if a company complies with local laws that restrict 
online  speech or  inappropriately  hands over  user  data to  the government,  these 
activities may conflict with privacy laws and human rights in other jurisdictions.

Maintaining a free and open digital economy while respecting human rights is both 
good  morals  and  good  business.  Digital  transformations  have  benefitted  MNCs 
immeasurably,  opening  new  forms  of  communication,  commerce,  and  service 
delivery. Growth, however, comes with risk and responsibility. As the economic and 
political influence of MNCs grow, consumers, investors, and employees increasingly 
want to support companies that stand up for what is right, rejecting those that do not.

To be good digital  corporate citizens, MNCs must implement policies that protect 
against the harms of digital repression, use their influence to push digital literacy, 
and eliminate investments that directly or indirectly fund digital repression.

Second,  they  should  consider  directing  political  contributions  to  democratic 
governments and participating in international coalitions that support digital freedoms. 
Through partnerships  and funding,  businesses can promote and support  modern 
international and national regulatory frameworks conducive to an open, global digital 
space.

Third,  multinationals  must  abide  by  the  highest  standards  of  data  privacy  and 
eradicate  commercial  spyware  and  targeted  surveillance  from  their  operations. 
Simultaneously,  they should  fight  government  restriction  orders  that  seek to  limit 
citizens' (and their employees’) access to accurate information.

Tech companies that own and manage the digital platforms that connect billions of 
people at an unprecedented speed and scale should take responsibility for ensuring 
proper  use  of  their  platforms.  Many  tech  firms  are  reluctant  to  intervene  when 
authoritarian  governments  use  their  platforms  to  repress  the  public.  Although 
understandably wary of  being accused of censorship or partisanship,  these firms 



should take the following steps to ensure their platforms promote an open exchange 
of information and are not used as the weapon of choice by autocrats and their allies.

1. Allow Free Speech, but Limit Reach:

When  Elon  Musk  took  over  Twitter,  he  fired  many  content  moderation  teams 
responsible for removing prohibited material from the site. Within hours, the use of 
derogatory  racial  slurs  spiked  500  percent  (Mcintyre  2023).  However,  roughly  a 
month into Musk's tenure, he changed his tune, noting, “freedom of speech does not 
mean freedom of reach” (Mcintyre 2023). In other words, users are entitled to the 
free expression of your opinion but not to its free distribution. Big Tech platforms 
need  to  exercise  judgment,  especially  on  distribution  of  content  (CollaborateUp 
2022).

2. Transform and Invest in Content Moderation:

The sheer volume of content on social media makes it nearly impossible to establish 
a  comprehensive  editorial  system.  Therefore,  platforms  must  develop  more 
sophisticated  tools  that  maximize  synergies  between  AI  and  human  intelligence 
(Yaraghi 2022). One tactic: prioritize topics for moderation based on the threat the 
information poses. Spreading misinformation that the Earth is flat, as an example, is 
relatively innocuous, while spreading information that undermines trust in vaccines 
can cost  lives.  Content  moderators  should prioritize accordingly.  In  addition,  tech 
companies should invest more in local partnerships for better content moderation, as 
local experts better understand digital repression in the context of their country (Hook 
and Verdeja 2022).

3. Reform Algorithms:



Social  media does more than host third party content,  its algorithms actively and 
profitably amplify it (Mcintyre 2023).  Tech companies should publish their algorithms 
to promote transparency and better-informed choice for users.

4. Partner with Democratic Governments:

Tech  companies  should  continue  and  enhance  dialogue  with  democratic 
governments to better understand and anticipate threats (CollaborateUp 2022).

5. Invest in Pre­bunking:

CollaborateUp’s report on mis- and disinformation reveals that correcting a message 
after it enters the digital space often backfires by unintentionally reinforcing the very 
message  it  sought  to  discredit  (CollaborateUp  2022).  Pre-bunking  anticipates 
potential lies, tactics, or sources before they strike. Tech companies should more 
actively “vaccinate the public” against disinformation. For example, Facebook may 
not want to make a public statement on climate change, but can explain the building 
blocks  of  a  conspiracy theory  using  a neutral  example  (Sander  Van Der  Linden 
2022). Public education can help the average citizen better identify potentially false 
information or “shallow fakes” coming from authoritarian governments and their trolls.

6. Flag Untrustworthy Sources:

While  platforms  have  improved  their  use  of  indicators  that  flag  unverified  or 
untrustworthy sources, it  can sometimes backfire. Platforms must provide greater 
clarity and specificity on community guidelines to avoid biases in automated flagging 
systems  as  they  can  sometimes  inadvertently  censor  the  people  trying  to  bring 
correct information to light (Cheikosman et al. 2022).

7. Arm and Empower the “Good Guys” with Widely Accessible Resources:



The Digital Ministry of Ukraine developed guidelines to enable anyone with a cell 
phone and/or access to the Internet to counter the massive amount of computational 
propaganda Russia  publishes by arming the  public  with  smart  tools.  In  an NPR 
interview with  Vera Bergengruen,  she highlighted how the  Ukrainian government 
repurposed Telegram bots originally used for basic customer service functions, such 
as registering for a driver’s license, to allow ordinary citizens to report Russian Army 
movements (Davies 2022). MNCs must do likewise, using their resources to counter 
the spread of disinformation at scale.

8. Invest in Upstream Monitoring and Partnerships:

Tech companies must continually invest in upstream preventative monitoring and not 
just when there is public scrutiny (Hook and Verdeja 2022). MNCs can maximize 
their effectiveness by sponsoring and participating in digital media literacy programs, 
provide journalism grants that allow media paywalls to be removed during crises, and 
develop grant programs for the longitudinal study of digital repression (CollaborateUp 
2022; Hook and Verdeja 2022).

When it comes to combating digital repression, if everyone is responsible, no one is 
responsible. Because they have benefited so much from the growth of the digital 
economy, MNCs have a special responsibility to use their resources to maintain a 
free and open digital exchange of information. They also have a special ability to do 
so using their employee engagement, brands, and supply chains. Working in concert 
with civil society and democratic governments, MNCs can and should do more to 
combat digital repression. No one said it would be easy.

Richard Crespin, CEO, CollaborateUp, Caroline Logan, Manager, CollaborateUp, and Ana  
Blanco, Founding Principal, LinkUp Global.
Photo by cottonbro studio
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11. How can NGOs and people’s movements oppose the rise of digital repression?

Jennifer Earl

Research on social movement repression has often focused on explaining the use of 
repressive capacities and its consequences, with less attention to how to reduce 
repression  (Earl  and  Braithwaite  2022)  or  mitigate  its  impacts  (save  important 
counterexamples,  e.g.,  Reynolds-Stenson  2022).  Research  on  digital  repression, 
though, has focused more on its methods (Knockel et al. 2020; Marczak et al. 2015) 
and policy implications (Feldstein 2021).  Taking advantage of these differences, I 
make  three  arguments  about  how  digital  repression  can  be  opposed  and/or 
mitigated.

Applying Existing Resistance Techniques

Because so many scholars who study digital repression don’t have a background in 
the  study  of  social  movement  repression,  discussions  of  digital  repression  often 
forget  that  social  movements  have  been  challenging  repression  long  before  the 
Internet  existed.  For  instance,  local  and  international  human rights  organizations 
have  worked  together  to  shame  countries  for  their  use  of  traditional  forms  of 
repression  (Murdie  and  Davis  2012).  This  is  so  common  that  highly  repressive 
countries  may  attempt  to  curtail  the  ability  of  organizations  to  monitor  and  raise 
awareness about human rights abuses (Smidt et al. 2021). Playing a longer game for 
the reduction of repression,  other scholars have examined attempts to prosecute 
former leaders for their roles in human rights abuses (Sikkink and Kim 2013). Still 
other  researchers  have  examined  how  social  movement  communities  and 
organizations  support  activists  who  repeatedly  experience  repression  (Reynolds-
Stenson 2022).

It is quite likely that some forms of digital repression may be opposed or mitigated in 
similar ways, particularly forms of digital repression that have strong parallels to pre-
Internet  forms of  repression such as the  use of  physical  violence against  digital 



targets or the use of digital surveillance (Earl, Maher, and Pan 2022). To be sure, 
digital forms of repression like digital surveillance will create pressure on advocacy 
groups (Richard, Rigaud, and Maddow 2023) and researchers (e.g., Hulcoop et al. 
2017; Marczak et al. 2018) to grow their capacities to discover and monitor digital 
repression. Moreover, it will be important that technologists who help identify digital 
repression also aid in efforts to, for instance, name and shame in hopes of raising 
international scrutiny and pressure.

Making Repression Risky

While  substantial  agreement  exists  amongst  repression  researchers  about  the 
causes of traditional social movement repression, the consequences of repression 
have remained fundamentally unsettled (Davenport 2007). In fact, empirical research 
can be found that  shows repression reduces protest,  amplifies  it,  deters specific 
activists,  radicalizes specific activists,  alternates over time between these, or has 
some curvilinear  shape,  amongst  many  other  empirically  supported  options  (Earl 
2011). From the perspective of the repressor, one of the most dangerous outcomes 
of repression is backlash or backfire (Sutton, Butcher, and Svensson 2014; Hess 
and Martin 2006). While often discussed in relation to nonviolent resistance, backfire 
or  backlash  generally  refers  to  situations  in  which  social  movements  experience 
increases in  engagement  as  a  result  of  repression  (e.g.,  Odaba  and Reynolds-ş

Stenson 2018). Key to efforts to reduce repression, the risk of backfire makes the 
decision to  repress riskier  for  repressors.  When the  risk  of  repression is  simply 
resilience,  repressors  gamble  only  against  the  risk  of  inefficiency  and/or  lost 
resources. But, when repressors risk actually escalating support and engagement in 
the very social movements they were hoping to diminish, the decision to repress 
becomes far riskier.

Connecting this with digital repression, the very real potential for backfire or backlash 
is often ignored. This leads some, for instance, to make doomsday claims about the 
impacts of digital repressive capacities under the assumption that digital repression 



always ‘works’  (e.g.,  Morozov  2011).  Fortunately,  a  growing amount  of  research 
shows that backlash or backfire effects are quite likely with digital repression (Beyer 
and Earl 2018; Earl and Beyer 2014; Odaba  and Reynolds-Stenson 2018). Sinceş  
social movements and allies can work to facilitate backfire (Hess and Martin 2006), 
mitigating repression should take advantage of the risk of backfire to make digital 
repression more of a gamble for repressors.

Keying Mitigation to the Form of Digital Repression

Digital repression encompasses a very broad and divergent set of actual activities, 
which can be committed by various levels of government and also by private actors. 
Drawing on a review of research on digital repression, Earl, Maher, and Pan (2022) 
provide the most comprehensive and nuanced typology of forms of digital repression 
to  date.  For  instance,  they  integrate  scholarship  ranging  from  research  on  the 
imprisonment of bloggers to digital surveillance to more active measures campaigns 
like  disinformation.  Key  to  their  argument  is  that  both  explanations  of  digital 
repression and explanations of the impact of digital repression need to be keyed to 
more specific forms of digital repression instead of a one-size-fits-all view.

This is  clearly  an important  point  when considering resistance to  repression.  For 
instance,  private  repressors,  with  their  multiplicity  of  motives,  are  likely  to  be 
dissuaded from repression in very different ways than regimes. While naming and 
shaming  tactics  may  cost  both  private  and  state-based  repressors,  it  may  be 
possible to create market consequences for private repressors and export controls 
that  are more effective than the closest  analog for  regimes, economic sanctions. 
Similarly, there are likely very different ways of supporting resilience or backfire to 
digital surveillance than to censorship campaigns, for instance. It is important that 
policymakers  and academics  attend to  these differences and key their  plans for 
mitigation to the specific form of digital repression and its perpetrator.



In conclusion, while the rise of digital repression may seem novel in many ways, it is 
important to connect research on digital repression to research on more traditional 
forms of repression as important insights can be drawn. In this essay, I have pointed 
to the ways in which traditional forms of mitigation (e.g., shaming), risks to repressors 
(e.g., backfire), and attention to differences amongst types of digital repression can 
aid in the mission to reduce digital repression and mitigate its impacts.
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Conclusion: Accelerating Digital Repression and Its Existential Threat to 
Democracy

Chris Ogden and Olivia Hagen

This e-book has provided an in-depth analysis of digital repression, which is a growing threat 
to democratic governance globally. Comprising eleven chapters written by leading scholars 
and policymakers, it has highlighted how the rapid expansion of new and emerging internet 
and communication technologies (ICTs) has significantly increased any state’s capacity for 
repression and social control. This ever-growing technological capacity poses a serious 
threat to internet freedom and human rights, which can potentially have a devastating – and 
irrevocable – impact upon our societies worldwide. Although digital repression is often 
associated with autocracies, many of the contributors have also shown how democracies 
utilise repressive technologies, albeit less frequently, as they are subject to more significant 
normative and constitutional constraints (Feldstein 2021).

Through the diverse perspectives presented in this book, stakeholders at the local, national 
and global levels can now better understand the intricate environment of digital repression 
and develop effective strategies to combat this growing threat. As such, this E-Book serves 
as a valuable resource for those seeking to safeguard internet freedom and human rights in 
the face of digital repression. Exploring the various facets of digital repression, this project 
encompassed four distinct themes, each delving into important aspects of this phenomenon.

The first theme, emphasised by Steven Feldstein, Andrea Kendall-Taylor, and Erica Frantz, 
focused on identifying and understanding digital repression. In Chapter 1, Feldstein shed 
light on the underlying causes - and dispelled some common misconceptions - surrounding 
digital repression, noting that ‘policymakers should look at regime incentives, political 
interests, and resource capacity to better understand why regimes acquire and deploy 
repressive technologies’. Frantz and Kendall-Taylor’s Chapter 2 then considered the 
complex and multi-faceted reasons behind states adopting or abstaining from digital 
repression tactics and specifically considered regime type, digital capacity and levels of 
wealth.

https://www.globalpolicyjournal.com/blog/14/03/2023/why-do-some-states-employ-digital-repression-and-not-others
https://www.globalpolicyjournal.com/blog/06/03/2023/understanding-incentives-driving-digital-repression


The second theme then looked into the question of responsibility in digital repression, with 
contributions from Marcus Michaelsen, Xiao Qiang and Adrian Shahbaz. In Chapter 3, 
Michaelsen illuminated how autocrats employ digital repression tactics beyond their borders, 
including phishing campaigns, and examined the associated risks of such a 
strategy. Chapter 4 by Xiao then investigated China’s role in global digital repression through 
three key dimensions, namely the export of surveillance technology, investment in digital 
infrastructure and influencing international organisations. Finally, in Chapter 5, Shahbaz 
investigated private sector companies’ involvement in the digital repression nexus, 
elucidating their complicity as either unwitting or unscrupulous agents of state repression.

The third theme accentuated the perils of digital repression, and featured insights from 
Jessica Brandt, Anita Gohdes and Jaclyn Kerr. In Chapter 6, Brandt scrutinised the 
utilisation of digital repression by democracies and the resulting implications for democratic 
governance. In turn, Gohdes, in Chapter 7, examined whether or not ICTs primarily benefit 
states or civil society, ultimately identifying three spheres of control relating to criminalising 
civil society content, weaponising digital infrastructures and manipulating the information 
space. Finally, Kerr, in Chapter 8, assessed the ‘dictator’s digital dilemma’, exploring how 
autocracies navigate the delicate balance between complete internet control and fostering 
economic development, which enhances how to decipher the evolution of digital repression.

The concluding theme then underscored effective policy responses to digital repression, 
featuring contributions from Allie Funk, Richard Crespin, Caroline Logan, Ana Blanco and 
Jennifer Earl. In Chapter 9, Funk outlined practical strategies for states to counter digital 
repression at the local, national, and international levels, including having more effective 
multilateral coordination, bolstering national protections for human rights online and 
increasing investment in local actors. Subsequently, Chapter 10 by Crespin, Logan and 
Blanco highlighted eight ways in which multinational corporations can combat digital 
repression, so as ‘to ensure their platforms promote an open exchange of information and 
are not used as the weapon of choice by autocrats and their allies’. In the final chapter, Earl 
discussed how non-governmental organisations (NGOs) and people’s movements can 
oppose digital repression, specifically by applying existing resistance techniques, making 
repression risky, and keying mitigation tactics to combat different kinds of digital repression.

Generative AI’s Exponential Threat
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In light of the recent release of generative AI language models such as Open AI’s 
‘ChatGTP’ and Google’s ‘Bard’, understanding how governments employ digital repression 
and how to respond to it has become even more crucial. Disinformation researchers have 
voiced concerns that these models could be harnessed as potent tools for spreading 
misinformation at an exponential rate. Whilst disinformation ‘is not a new problem’ (Sanders 
and Schneier 2023), with Facebook, for example, removing over a billion fake accounts a 
year that generate ‘fake news’ (Ibid), experts warn that rampant AI technology can make 
disinformation easier to produce on an industrial scale, and thus more challenging to stop.

With personalised chatbots that can mimic language, tone and human logic, disinformation 
could be spread in ever more credible and persuasive ways (Hsu and Thompson 2023). A 
2020 study by the Center on Terrorism, Extremism, and Counterterrorism from the Institute 
of International Studies at Middlebury found that GPT-3, the technology behind ChatGTP, 
had an impressive knowledge of extremist communities and could create online content that 
mimics the content created by such groups (Hsu and Thompson 2023). Although Open AI 
has policies in place to prevent the creation of harmful or biased content and offers 
moderation tools to protect against misuse (OpenAI 2023), these measures are unlikely to be 
entirely effective. As ChatGTP itself has acknowledged, it ‘may occasionally produce harmful 
instructions or biased content’ and Sam Altman, CEO of ChatGPT’s Open AI, has noted that 
AI can be used to manipulate voters and target disinformation (Fung 2023).

In addition to concerns about the spread of disinformation, ChatGTP and similar AI 
technologies could also make ‘democracy even more messy’ (Cowen 2022), as they have 
the potential to intervene in democratic regulatory processes. In the US, for example, there 
is a comment period before new regulations take effect, which interested parties could 
potentially flood with the help of ChatGTP, similar to the Russian Internet Research Agency’s 
attempt to influence the 2016 US elections (Sanders and Scheiner 2023). Experts note that 
currently, there are no effective mitigation tactics to combat such disinformation, adding to 
the complexity – and ambiguity – of democratic processes (Hsu and Thompson 2023). As a 
result, stakeholders must be aware of the potential impact of both known and unknown AI 
technologies on democratic systems and develop appropriate strategies to mitigate all risks.



In autocracies, where digital repression has become a large part of the autocrats’ repressive 
toolkit, the threat to internet freedom and human rights is further amplified by the advent of 
AI technologies. For example, in the years leading up to the 2021 military coup in Myanmar, 
Facebook turned into an ‘echo chamber of anti-Rohingya content’ (Amnesty International 
2022), allowing the military junta and radical Buddhist nationalist groups to spread 
disinformation targeting the Muslim community. The consequences of the disinformation 
campaign were devastating, resulting in the military junta’s crackdown on the Rohingya in 
2017, where the Rohingya were subject to widespread atrocities, including murder, rape, 
and torture, which forced hundreds of thousands of people to flee to nearby Bangladesh.

An Amnesty report from 2022 also revealed that Facebook ‘knew or should have known’ 
(Amnesty International 2022) that their algorithms were not only spreading but also actively 
intensifying the dissemination of anti-Rohingya disinformation. This active role played by 
Facebook’s platform ultimately contributed significantly to the Rohingya genocide (Amnesty 
International 2022). Facebook later revealed that the key reason disinformation was allowed 
to flow on their platform was the lack of Burmese-speaking content moderators, with the 
company having only two such specialists available as of early 2015 (Solon 2018). This 
example underscores how AI has the capacity to contribute to the rapid spread, 
intensification and even normalisation of digital repression across different ICT platforms. 
Furthermore, it highlights the urgent need for stakeholders to proactively recognise the 
implications of AI technologies and develop robust strategies –regulatory, educational and 
practical – to counteract their negative impact on internet freedom and human rights.

In an authoritarian context, the development of potent AI software can, therefore, potentially 
turbocharge digital repression and authoritarian tactics. In countries like Myanmar, where the 
state lacks the incentive to moderate online content, AI could facilitate the mass production of 
disinformation. Consequently, this could perpetuate hatred and exacerbate the persecution 
of marginalised groups and activists. In more advanced autocratic states, led by the poster 
child of China, AI technology could also be used much more systematically by leaders to 
deeply manipulate information and heighten social control and regime survival. Once 
developed domestically, such technology could then be exported to other autocracies.

- - -



AI technology can – and most likely will – be exported in efforts to influence and subvert 
political processes in established democracies. Such efforts are entirely conceivable vis-à-vis 
the coming 2024 general elections in the United States and India and those in the United 
Kingdom in 2025. We can thus expect new AI-powered versions of Cambridge Analytica to 
personally and collectively target voters on an industrial scale, and in a highly specific, 
evolving and manipulative manner. Such a tactic will embolden a highly polarised political - 
and emotionally charged - atmosphere within these countries and elsewhere, significantly 
disrupting the conduct and outcome of these elections. If unchallenged, this technology will 
therefore be a destabilising, frightening and destructive force that poses a major existential 
threat to the world’s oldest, largest and most essential democracies. Such an attack will 
invigorate authoritarian regimes, and tip humanity into an autocratic future. 
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